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#### Abstract

This paper presents a visual-servoing method for compensating motion of soft tissue structures using 4D ultrasound. The motion of soft tissue structures caused by physiological and external motion makes it difficult to investigate them for diagnostic and therapeutic purposes. The main goal is to track non-rigidly moving soft tissue structures and compensate the motion in order to keep a lesion on its target position during a treatment. We define a 3D non-rigid motion model by extending the Thin-Plate Spline (TPS) algorithm. The motion parameters are estimated with intensity-value changes of a points set in a tracking soft tissue structure. Finally, the global rigid motion is compensated with a 6-DOF robot according to the motion parameters of the tracking structure. Simulation experiments are performed with recorded 3D US images of in-vivo soft tissue structures and validate the effectiveness of the non-rigid motion tracking method. Robotic experiments demonstrated the success of our method with a deformable phantom.


## I. INTRODUCTION

Medical imaging modalities make it possible to observe soft tissue structures non-invasively. Among them, ultrasound (US) imaging has many benefits. It is cheap, real-time, safe for human body, and non-interactive with ferromagnetic materials. For these reasons, US is the most widespread medical imaging modality.

Physiological motions such as respiration and heartbeat move soft tissue structures globally and deform them locally. Therefore this motion of soft tissue structures makes it difficult to investigate them for diagnostic and therapeutic purposes. Especially the target position of non-invasive therapy should follow the physiological motion of a moving lesion.

There are some literatures to deal with motion compensation using US imaging. In [1] and [2], speckle decorrelation is used to estimate elevational motion of 2D US probe, and Krupa et al.[2] successfully compensate the soft tissue rigid motion with a 2 D probe attached to a robot. In [3], an US image-based visual servoing method is presented to position a 2D probe on a desired organ section and track it thanks to the use of image moments obtained from contour segmentation. Nadeau tracks 3D rigid motion using a virtual 3D US probe in [4]. In [5], 3D translational motions are estimated using 4D US. However, non-rigid motion is not considered in the above methods.

The contributions of this paper are to track 3D nonrigid motion using 4D US in real time and to compensate the motion. At our best knowledge, unlike other non-rigid

[^0]registration procedures, our method is processed in real time. In the rest of this paper, a non-rigid motion model is defined using 3D Thin-Plate Spline (TPS). Then, an intensity-based tracking method is described to estimate the parameters of the motion model. Global rigid motion such as 3 translations and 3 rotations are extracted from non-rigid motion parameters. Finally, a 6 degree-of-freedom (DOF) robot equipped with a 4D US probe is controlled to compensate the rigid motion. Tracking accuracy is discussed from simulation experiments using in-vivo US images and the effectiveness of the proposed method is also verified from robotic experiments with a deformable tissue-mimicking (TM) phantom.

## II. Non-Rigid Motion Tracking

Before compensating the 3D motion of soft tissue structures, a new method to estimate 3D motion of deformable soft tissue is proposed in this section.

## A. 3D Scan Conversion

We use a SonixTOUCH Research 4D US scanner (Ultrasonix Medical Corporation, Canada) and a motorized US 3D transducer (Model: 4DC7-3/40, Ultrasonix Medical Corporation, Canada). Since the 4D US scanner is designed for the purpose of research works, we can access digital data before the conversion into an image. Afterwards, a set of volume data is converted into a volumetric image, called as 3D scan conversion.
For scan conversion, geometries of the probe (the 2D US transducer's radius $R_{\text {probe }}$ and the motor's radius $R_{\text {motor }}$ ) and imaging parameters (the number of sample data in a A-line $N_{\text {samples }}$, the number of A-lines in a frame $N_{\text {lines }}$, and the number of frames in a scan volume $N_{\text {frames }}$, angle between neighboring A-lines $\alpha_{\text {line }}$, and angle between neighboring frames $\alpha_{\text {frame }}$ ) are considered in (1). In Fig. 1, a sample $\mathbf{s}(i, j, k)$, which is the $i$-th datum along the $j$-th A-line in the $k$-th frame, is relocated into a point $\mathbf{p}(r, \varphi, \theta)$ in a volumetric image, which is represented as $\mathbf{p}(x, y, z)$ in Cartesian coordinates according to (1) and (2).

Note that our 3D US probe continuously scans volumes while its motor is sweeping the volume in forward and backward directions. Additionally, sweeping direction $d$ (which is 1 in the forward direction and 0 in the backward direction in (1c)) and motor's rotating motion should be considered. In (1c), we assumed that the motor stops during the time to scan A-line so that scan lines are straight.


Fig. 1. 3D scan data (left) are reconstructed into a 3D ultrasound image (right).

$$
\begin{align*}
r & =D_{\text {sample }} \times i+R_{\text {probe }}  \tag{1a}\\
\varphi & =-0.5 \alpha_{\text {line }}\left(N_{\text {lines }}-1\right)+\alpha_{\text {line }} j  \tag{1b}\\
\theta & =(-1)^{d}\left\{\frac{\alpha_{\text {frame }} N_{\text {frames }}}{2}-\frac{\alpha_{\text {frame }} N_{\text {frames }}}{N_{\text {lines }} N_{\text {frames }}-1}\left(j+N_{\text {lines }} k\right)\right\} \tag{1c}
\end{align*}
$$

In (1a), $D_{\text {sample }}$ means the distance between neighboring two sample data.

$$
\begin{align*}
& x=(r \cos \varphi-C) \cos \theta+C  \tag{2a}\\
& y=r \sin \varphi  \tag{2b}\\
& z=(r \cos \varphi-C) \sin \theta \tag{2c}
\end{align*}
$$

In (2), $C$ is the offset distance from the probe's origin to the motor's origin, $C=R_{\text {probe }}-R_{\text {motor }}$.

## B. Non-Rigid Motion Model

Soft tissue structures move and deform due to physiological motion. Therefore, we can model the motion of soft tissue as an affine motion part and a deformation part as shown in (3):

$$
\left[\begin{array}{c}
\mathbf{p}^{\prime}  \tag{3}\\
1
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{t} \\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]\left[\begin{array}{c}
\mathbf{p} \\
1
\end{array}\right]+\left[\begin{array}{l}
\mathbf{n} \\
0
\end{array}\right]
$$

where a point $\mathbf{p}=(x, y, z)^{\mathrm{T}}$ moves to a point $\mathbf{p}^{\prime}=\left(x^{\prime}, y^{\prime}, z^{\prime}\right)^{\mathrm{T}}$ according to the affine motion matrix (the first matrix in the right side of the equation) and the deformation vector $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)^{\mathrm{T}}$.

The deformation vector $\mathbf{n}$ is modeled using TPS ([6]):

$$
\begin{equation*}
\mathbf{n}=\sum_{i=1}^{n} \mathbf{w}_{i} U\left(\mathbf{c}_{i}-\mathbf{p}\right) \tag{4}
\end{equation*}
$$

where $\mathbf{n}$ is defined with a number of $n$ control points $\mathbf{c}_{i}=$ $\left(\check{x}_{i}, \check{y}_{i}, \check{z}_{i}\right)^{\mathrm{T}}$ and their weights $\mathbf{w}_{i}=\left(w_{i}^{x}, w_{i}^{y}, w_{i}^{z}\right)^{\mathrm{T}}$. The base function $U(s)$ usually denotes the Euclidean norm of $s$ in 3D cases.

As a result, the non-rigid motion model (3) is the threedimensional extended version $\left(\mathfrak{R}^{3} \rightarrow \mathfrak{R}^{3}\right)$ of TPS warping models $\left(\mathfrak{R}^{2} \rightarrow \mathfrak{R}^{2}\right.$ and $\mathfrak{R}^{2} \rightarrow \mathfrak{R}^{3}$, respectively) presented in [7] and [8]. The parameters of the motion model, ( $\mathbf{A}, \mathbf{t}$, and $\left.\mathbf{W}=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}\right)$, are estimated with a set of points $\mathbf{P}=$ $\left\{\mathbf{p}_{1}, \ldots, \mathbf{p}_{n}\right\}$ in the reference image and the corresponding set of points $\mathbf{P}^{\prime}=\left\{\mathbf{p}_{1}^{\prime}, \ldots, \mathbf{p}_{n}^{\prime}\right\}$ in sequential images. As the
set of initial control points $\mathbf{C}$ moves to the corresponding set of control points $\mathbf{C}^{\prime}$, the points $\mathbf{p} \in \mathbf{C}$ also move to the points $\mathbf{p}^{\prime} \in \mathbf{C}^{\prime}$. Therefore, the parameters are given by the relationship:

$$
\left[\begin{array}{cc}
\mathbf{L} & \mathbf{C}  \tag{5}\\
\mathbf{C}^{\mathrm{T}} & \mathbf{0}_{4 \times 4}
\end{array}\right]\left[\begin{array}{lll}
\mathbf{W} & \mathbf{t} & \mathbf{A}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{c}
\mathbf{C}^{\prime} \\
\mathbf{0}_{4 \times 3}
\end{array}\right]
$$

where $\mathbf{L}$ is a $n \times n$ matrix, whose element is $\mathbf{L}_{i j}=U\left(\mathbf{c}_{j}-\mathbf{c}_{i}\right)$. $\mathbf{C}=\left[\begin{array}{cccc}1 & \check{x}_{1} & \check{y}_{1} & \check{z}_{1} \\ \vdots & \vdots & \vdots & \vdots \\ 1 & \check{x}_{n} & \check{y}_{n} & \check{z}_{n}\end{array}\right]$ is a initial $n \times 4$ control points matrix and $\mathbf{C}^{\prime}=\left[\begin{array}{lll}\mathbf{c}^{\prime}{ }_{1} & \ldots & \mathbf{c}^{\prime}{ }_{n}\end{array}\right]^{\mathrm{T}}$ is a $n \times 3$ destination control points matrix.

According to [6], the motion model (3) is rewritten as (6).

$$
\begin{equation*}
\mathbf{p}^{\prime \mathrm{T}}=\mathbf{M}(\mathbf{p}) \mathbf{K}_{*}(\mathbf{C}) \mathbf{C}^{\prime} \tag{6}
\end{equation*}
$$

where $\mathbf{M}(\mathbf{p})=\left[\begin{array}{lllllll}U\left(\mathbf{p}-\mathbf{c}_{1}\right) & \ldots & U\left(\mathbf{p}-\mathbf{c}_{n}\right) & 1 & x & y & z\end{array}\right]$ and $\mathbf{K}_{*}(\mathbf{C})$ denotes the $(n+4) \times n$ sub-matrix of the inverted form of the leftmost matrix in (5).

When a set of control points $\mathbf{C}$ and a set of point $\mathbf{P}$ are initialized as $\mathbf{C}_{0}$ and $\mathbf{P}_{0}$ respectively, $\mathbf{M}\left(\mathbf{P}_{0}\right)$ and $\mathbf{K}_{*}\left(\mathbf{C}_{0}\right)$ in (6) become constant matrices. Therefore, the corresponding points $\mathbf{P}^{\prime}$ obtained after deformation are just up to the set of moving control points $\mathbf{C}^{\prime}$. This means that the control points can be considered as the motion parameters of the non-rigid motion model:

$$
\mathbf{P}^{\mathrm{T}}=\mathbf{M}\left(\mathbf{P}_{0}\right) \mathbf{K}_{*}\left(\mathbf{C}_{0}\right) \mathbf{C}
$$

## C. Intensity-Based Tracking

Now, we propose to use the parametric motion model defined in the previous section to track a deformable object from a sequence of 3D US images. Based on the same principle of the 2 D region tracking method presented in [9] we define a parametric motion model:

$$
\begin{equation*}
\mathbf{p}=f\left(\mathbf{p}_{0}, \boldsymbol{\mu}(t)\right) \tag{7}
\end{equation*}
$$

where $\mathbf{p}_{0}$ and $\mathbf{p}$ represent respectively the initial and transformed coordinates of a 3D point, and $\boldsymbol{\mu}(t)$ is a motion parameters vector at time $t$. In our non-rigid motion model (6), we define $\boldsymbol{\mu}(t)=\left[\begin{array}{lllllll}\check{x}_{1}(t) & \check{y}_{1}(t) & \check{z}_{1}(t) & \ldots & \check{x}_{n}(t) & \check{y}_{n}(t) & \check{z}_{n}(t)\end{array}\right]^{\mathrm{T}}$ from a set of $n$ control points $\mathbf{C}$ at time $t$.

We define a tracking region with a set of intensity values at several 3D points $\mathbf{P}$ within the target region in a volumetric image. This tracking region $\mathbf{I}$ is a function of a set of initial coordinates of $\mathbf{P}$ and the $\boldsymbol{\mu}$ vector at time $t$ given by:

$$
\mathbf{I}\left(\mathbf{P}_{0}, \boldsymbol{\mu}(t)\right)=\left[\begin{array}{c}
I\left(f\left(\mathbf{p}_{1}^{0}, \boldsymbol{\mu}(t)\right)\right)  \tag{8}\\
I\left(f\left(\mathbf{p}_{2}^{0}, \boldsymbol{\mu}(t)\right)\right) \\
\vdots \\
I\left(f\left(\mathbf{p}_{N}^{0}, \boldsymbol{\mu}(t)\right)\right)
\end{array}\right]
$$

where $I\left(\mathbf{p}_{i}\right)$ denotes the intensity value at the location $\mathbf{p}_{i}=$ $\left(x_{i}, y_{i}, z_{i}\right)^{\mathrm{T}}$ at time $t$ and $N$ is the number of 3D points.

Now, we define a Jacobian matrix $\mathbf{J}_{\boldsymbol{\mu}}$, which links the time variation of the tracking region I to the time variation of the motion parameters vector $\boldsymbol{\mu}$ :

$$
\begin{equation*}
\frac{\partial \mathbf{I}}{\partial t}=\mathbf{J}_{\boldsymbol{\mu}} \frac{d \boldsymbol{\mu}}{d t}=\mathbf{J}_{\boldsymbol{\mu}} \mathbf{v}_{\boldsymbol{\mu}} \tag{9}
\end{equation*}
$$

where $\mathbf{v}_{\boldsymbol{\mu}}$ is the velocity vector of motion parameters.
The Jacobian matrix $\mathbf{J}_{\boldsymbol{\mu}}$ can be calculated from the motion model, $\mathbf{p}=f\left(\mathbf{p}_{0}, \boldsymbol{\mu}(t)\right)$, and the gradient values $\nabla_{\mathbf{P}_{0}} \mathbf{I}$ of the tracking region I at time $t$ as shown in (10).

$$
\begin{equation*}
\mathbf{J}_{\boldsymbol{\mu}}=\frac{\partial \mathbf{I}}{\partial \boldsymbol{\mu}}=\frac{\partial \mathbf{I}}{\partial \mathbf{P}_{0}} \times \frac{\partial \mathbf{P}_{0}}{\partial \mathbf{P}} \times \frac{\partial \mathbf{P}}{\partial \boldsymbol{\mu}}=\nabla_{\mathbf{P}_{0}} \mathbf{I} \times f_{\mathbf{P}_{0}}^{-1} \times f_{\boldsymbol{\mu}} \tag{10}
\end{equation*}
$$

where the gradient values $\nabla_{\mathbf{P}_{0}} \mathbf{I}$ can be measured using a $3 \times 3 \times 3$ or $5 \times 5 \times 5$ Sobel filter. $f_{\mathbf{P}_{0}}$ and $f_{\mu}$ are calculated according to (11) and (12).

$$
\begin{align*}
& f_{\mathbf{p}_{0}}=\left[\begin{array}{ccc}
\frac{\partial x}{\partial x_{0}} & \frac{\partial x}{\partial x_{0}} & \frac{\partial x}{\partial z_{0}} \\
\frac{\partial y}{\partial x_{0}} & \frac{\partial y}{\partial \partial_{0}} & \frac{\partial y}{\partial z_{0}} \\
\frac{\partial z}{\partial x_{0}} & \frac{\partial z}{\partial y_{0}} & \frac{\partial z}{\partial z_{0}}
\end{array}\right]=\left(\left[\begin{array}{c}
\frac{\partial \mathbf{M}}{\partial x_{0}} \\
\frac{\partial \mathbf{M}}{\partial \partial_{0}} \\
\frac{\partial \mathrm{M}}{\partial z_{0}}
\end{array}\right] \mathbf{K}_{*} \mathbf{C}\right)^{\mathrm{T}} \tag{11}
\end{align*}
$$

$$
\begin{align*}
& =\left[\begin{array}{ccccccc}
c_{1} & 0 & 0 & \ldots & c_{n} & 0 & 0 \\
0 & c_{1} & 0 & \ldots & 0 & c_{n} & 0 \\
0 & 0 & c_{1} & \ldots & 0 & 0 & c_{n}
\end{array}\right] \tag{12}
\end{align*}
$$

where $c_{i}$ is the $i$-th element of $\left(\mathbf{M K}_{*}\right)^{\mathrm{T}}$.
The strategy of the intensity-based region tracking is to minimize the error $\mathbf{e}\left(\mathbf{P}_{0}, \boldsymbol{\mu}(t)\right)=\mathbf{I}\left(\mathbf{P}_{0}, \boldsymbol{\mu}(t)\right)-\mathbf{I}^{*}$, where $\mathbf{I}^{*}$ is the reference target region fixed at time $t_{0}: \mathbf{I}^{*}=\mathbf{I}\left(\mathbf{P}_{0}, \boldsymbol{\mu}\left(t_{0}\right)\right)$

Considering an exponential decrease of the error, let the time variation of the error $\dot{\mathbf{e}}=-\lambda \mathbf{e}$ where $\lambda$ is the proportional coefficient involved in the exponential convergence of e. $\dot{\mathbf{e}}$ is the same with the time variation of the tracking region: $\dot{\mathbf{e}}=\frac{\partial \mathbf{I}}{\partial t}$. As a result, the velocity vector of motion parameters is given by:

$$
\begin{equation*}
\mathbf{v}_{\boldsymbol{\mu}}=-\lambda \mathbf{J}_{\boldsymbol{\mu}}^{+}\left(\mathbf{I}-\mathbf{I}^{*}\right) \tag{13}
\end{equation*}
$$

where $\mathbf{J}_{\boldsymbol{\mu}}^{+}$is the Moore-Penrose pseudo-inverse of $\mathbf{J}_{\boldsymbol{\mu}}$, that is $\mathbf{J}_{\boldsymbol{\mu}}^{+}=\left(\mathbf{J}_{\boldsymbol{\mu}}^{\mathrm{T}} \mathbf{J}_{\boldsymbol{\mu}}\right)^{-1} \mathbf{J}_{\boldsymbol{\mu}}^{\mathrm{T}}$ if $N>n$. Finally, motion parameters are estimated as $\boldsymbol{\mu}(t+\tau)=\boldsymbol{\mu}(t)+\mathbf{v}_{\boldsymbol{\mu}} \tau$ where $\tau$ is the sampling period of tracking processes.
$\nabla_{\mathbf{P}_{0}} \mathbf{I}$ and $f_{\mathbf{P}_{0}}$ changes according to $\boldsymbol{\mu}(t)$ even though $\mathbf{P}_{0}$ is initialized and fixed. In practice, it is time-consuming to calculate $\mathbf{J}_{\boldsymbol{\mu}}$ and $\mathbf{J}_{\boldsymbol{\mu}}^{+}$every time because the size $(N \times 3 n)$ of $\mathbf{J}_{\boldsymbol{\mu}}$ is usually very large. So, we may use the approximation of $\mathbf{J}_{\boldsymbol{\mu}}$ using initial $\nabla_{\mathbf{P}_{0}} \mathbf{I}$ and initial $f_{\mathbf{P}_{0}}$ at time $t_{0}$. In this case, the approximation of the pseudo-inverse $\widehat{\mathbf{J}_{\boldsymbol{\mu}}^{+}}$is fixed and used instead of $\mathbf{J}_{\boldsymbol{\mu}}^{+}$in (13).

## III. VISUAL SERVOING WITH 4D ULTRASOUND

A 6-DOF robot equipped with a 4D US probe is used to compensate the motion of a target region in soft tissue structures. Therefore, only rigid motions such as 3D translations and 3D rotations are considered for the motion compensation. Nevertheless, a non-rigid motion model is necessary in order to track the deformable region. In this section, a rigid-motion extraction method and a 3D US position-based visual servoing approach are described.

## A. Rigid Motion Extraction from Motion Parameters

The motion parameters of the non-rigid model above proposed are a set of control points. A rotation matrix $\mathbf{R}$ and a translation vector $\mathbf{t}$ describing the rigid motion are calculated using the following Least-Squares method with a set of initial control points $\mathbf{C}_{0}$ and a set of corresponding control points $\mathbf{C}$ estimated by the non-rigid motion model. So, we will find $\mathbf{R}$ and $\mathbf{t}$ that minimize the following mean square error:

$$
\begin{equation*}
e^{2}(\mathbf{R}, \mathbf{t}, s)=\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{c}_{i}-\left(s \mathbf{R c}_{i}^{0}+\mathbf{t}\right)\right\|^{2} \tag{14}
\end{equation*}
$$

where $s$ is a scale factor, $n$ denotes the number of control points, and $\mathbf{c}_{i}^{0}=\left(\check{x}_{i}^{0}, \check{y}_{i}^{0}, \check{z}_{i}^{0}\right)^{\mathrm{T}}$ and $\mathbf{c}_{i}=\left(\check{x}_{i}, \check{y}_{i}, \check{z}_{i}\right)^{\mathrm{T}}$ are an initial control point and its corresponding control point observed in the current 3D image. The solution of (14) is given by [10] [11] as explained below.

Let

$$
\begin{align*}
\overline{\mathbf{c}^{0}} & =\frac{1}{n} \sum_{i=1}^{n} \mathbf{c}_{i}^{0}, \overline{\mathbf{c}}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{c}_{i}  \tag{15a}\\
\sigma_{\mathbf{c}^{0}}^{2} & =\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{c}_{i}^{0}-\overline{\mathbf{c}^{0}}\right\|^{2}, \sigma_{\mathbf{c}}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{c}_{i}-\overline{\mathbf{c}}\right\|^{2}  \tag{15b}\\
, \text { and } \Sigma_{\mathbf{c}^{0} \mathbf{c}} & =\frac{1}{n} \sum_{i=1}^{n}\left(\mathbf{c}_{i}^{0}-\overline{\mathbf{c}^{0}}\right)\left(\mathbf{c}_{i}-\overline{\mathbf{c}}\right)^{\mathrm{T}} . \tag{15c}
\end{align*}
$$

Now, we can calculate $\mathbf{R}, \mathbf{t}$, and $s$ using a singular value decomposition of the covariance matrix $\Sigma_{\mathbf{c}^{0} \mathbf{c}}$ expressed by $\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\mathrm{T}}$.

$$
\begin{equation*}
\mathbf{R}=\mathbf{U S V}^{\mathrm{T}}, \mathbf{t}=\overline{\mathbf{c}}-s \mathbf{R} \overline{\mathbf{c}^{0}}, \text { and } s=\frac{1}{\sigma_{\mathbf{c}^{0}}^{2}} \operatorname{tr}(\boldsymbol{\Sigma} \mathbf{S}) \tag{16}
\end{equation*}
$$

where $\mathbf{S}=\left\{\begin{array}{l}\mathrm{I} \quad, \text { if } \operatorname{det}(\mathbf{U}) \operatorname{det}(\mathbf{V})=1 \\ \operatorname{diag}(1,1, \ldots, 1,-1) \quad \text {, else }\end{array}\right.$.

## B. 4D Ultrasound-Based Visual Servoing

We used a position-based visual servo control (PBVS) scheme described in [12] since the relative probe pose with respect to the soft tissue structures to track is calculated from the 3D rigid motion ( $\mathbf{R}$ and $\mathbf{t}$ ) of a target region extracted in a sequence of 3D US images. The sequential 3D US images are acquired from a 4D US probe that is mounted on the endeffector of a 6-DOF robot. We calculate the probe control velocity $\mathbf{v}_{c}=\left(\boldsymbol{v}_{c}, \boldsymbol{w}_{c}\right)$ of the 4D US probe according to the 3 D rigid motion of the target region where $\boldsymbol{v}_{c}$ and $\boldsymbol{w}_{c}$ are the translational velocity vector and the angular velocity vector of the the probe frame.


Fig. 2. Coordinate frames for position-based visual servo using 4D ultrasound

We set a probe frame $\mathfrak{F}_{c}$ and an object frame $\mathfrak{F}_{o}$ in the center of the initial target region and the current target region, respectively shown in Fig. 2. The objective of the PBVS is to move the probe to the center of the current target region in such a way to align the probe frame $\mathfrak{F}_{c}$ on the object frame $\mathfrak{F}_{o}$.

The image feature $\mathbf{s}$ is defined as $\left({ }^{c^{*}} \mathbf{t}_{c}, \theta \mathbf{u}\right)$, in which $c^{*} \mathbf{t}_{c}$ and $\theta \mathbf{u}$ are a translation vector and the angle/axis parameterizations for the rotation matrix ${ }^{c^{*}} \mathbf{R}_{c}$ which give the coordinate of the origin and the orientation of the probe frame $\mathfrak{F}_{c}$ expressed in the desired probe frame $\mathfrak{F}_{c^{*}}$ to achieve.
${ }^{c^{*}} \mathbf{t}_{c}$ and ${ }^{c^{*}} \mathbf{R}_{c}$ are given from the extracted rigid motion $\mathbf{t}$ and $\mathbf{R}$ of a target region as: ${ }^{c^{*}} \mathbf{t}_{c}=-\mathbf{t},{ }^{c^{*}} \mathbf{R}_{c}=\mathbf{R}^{-1}$.

The strategy of the PBVS control scheme is to minimize the error $\mathbf{e}(t)$ between the current image feature $(\mathbf{s}(t)=$ $\left.\left({ }^{c^{*}} \mathbf{t}_{c}, \theta \mathbf{u}\right)\right)$ and the desired image feature $\left(\mathbf{s}^{*}=\mathbf{0}\right)$ :

$$
\mathbf{e}(t)=\mathbf{s}(t)-\mathbf{s}^{*}=\mathbf{s}(t)
$$

The variation of $\mathbf{s}$ with respect to the velocity of the probe is given by:

$$
\dot{\mathbf{s}}=\mathbf{L}_{\mathbf{s}} \mathbf{v}_{c}=\left[\begin{array}{cc}
c^{*} \mathbf{R}_{c} & \mathbf{O}  \tag{17}\\
\mathbf{O} & \mathbf{L}_{\theta \mathbf{u}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v}_{c} \\
\boldsymbol{w}_{c}
\end{array}\right]
$$

where $\mathbf{L}_{\mathbf{s}}$ is the $6 \times 6$ interaction matrix related to $\mathbf{s}$.
The time variation of the error $\mathbf{e}$ is the same as the variation of $\mathbf{s}: \dot{\mathbf{e}}=\mathbf{L}_{\mathbf{e}} \mathbf{v}_{c}$ where $\mathbf{L}_{\mathbf{e}}=\mathbf{L}_{\mathbf{s}}$. We apply the following control law to decrease the error exponentially, $\dot{\mathbf{e}}=-\lambda \mathbf{e}$.

$$
\mathbf{v}_{c}=-\lambda \widehat{\mathbf{L}_{\mathbf{e}}^{-1}} \mathbf{e}=-\lambda\left[\begin{array}{cc}
c^{*} \mathbf{R}_{c}{ }^{\mathrm{T}} & \mathbf{O}  \tag{18}\\
\mathbf{O} & \mathbf{L}_{\theta \mathbf{u}}^{-1}
\end{array}\right]\left[\begin{array}{c}
c^{*} \mathbf{t}_{c} \\
\theta \mathbf{u}
\end{array}\right]
$$

Therefore,

$$
\begin{equation*}
\boldsymbol{v}_{c}=-\lambda^{c^{*}} \mathbf{R}_{c}{ }^{\mathrm{T}} c^{*} \mathbf{t}_{c}, \text { and } \boldsymbol{w}_{c}=-\lambda \theta \mathbf{u} \tag{19}
\end{equation*}
$$

since $\mathbf{L}_{\theta \mathbf{u}}^{-1} \theta \mathbf{u}=\theta \mathbf{u}$.
Target motion component can be added to the above control law in order to enhance target tracking performance. In this case, the control law becomes:

$$
\mathbf{v}_{c}=-\lambda \widehat{\mathbf{L}_{\mathbf{e}}^{-1}} \mathbf{e}-\widehat{\mathbf{L}_{\mathbf{e}}^{-1}} \frac{\widehat{\partial \mathbf{e}}}{\partial t}
$$

where $\frac{\widehat{\partial}}{\partial t}$ is an approximation of the time variation of $\mathbf{e}$ due to the target motion, that we estimate thanks to a Kalman filter


Fig. 3. 4D ultrasound-based visual servoing structure
which uses as input the relative pose of the object obtained during a sampling time $\Delta t$ as follows:

$$
\begin{equation*}
{ }^{o(t)} \mathbf{M}_{o(t-\Delta t)}={ }^{o(t)} \mathbf{M}_{c(t)} \cdot{ }^{c(t-\Delta t)} \mathbf{M}_{c(t)}^{-1} \cdot{ }^{o(t-\Delta t)} \mathbf{M}_{c(t-\Delta t)}^{-1} \tag{20}
\end{equation*}
$$

where ${ }^{a} \mathbf{M}_{b}$ defines the homogeneous transformation matrix from frame $b$ to frame $a$.

Note that the tracking target region I should be adjusted every control loop as shown in the control scheme presented in Fig. 3 because the robot compensates only the rigid motion part and the target region is not fully compensated. All the points $\mathbf{P}$ in the target region and all the control points $\mathbf{C}$ are adjusted according to the homogeneous matrix ${ }^{v(t-\Delta t)} \mathbf{M}_{v(t)}$ describing the relative motion of the 3D US image frame $\mathfrak{F}_{v}$ during time $\Delta t$ :

$$
\begin{align*}
& {\left[\begin{array}{c}
\mathbf{c}_{i}(t) \\
1
\end{array}\right]={ }^{v(t-\Delta t)} \mathbf{M}_{v(t)}^{-1}\left[\begin{array}{c}
\mathbf{c}_{i}(t-\Delta t) \\
1
\end{array}\right], \forall i \in\{1, \ldots, n\}}  \tag{21a}\\
& {\left[\begin{array}{c}
\mathbf{p}_{i}(t) \\
1
\end{array}\right]={ }^{v(t-\Delta t)} \mathbf{M}_{v(t)}^{-1}\left[\begin{array}{c}
\mathbf{p}_{i}(t-\Delta t) \\
1
\end{array}\right], \forall i \in\{1, \ldots, N\}} \tag{21b}
\end{align*}
$$

## IV. SIMULATION RESULTS

We simulated 4DUS in the presence of respiratory motion for the ground truth. The deformed images of a target region in 3D US images are generated using the non-rigid motion model above mentioned. We put a $19 \times 19 \times 19$ grid (called as a warping grid) in a warping region and $3 \times 3 \times 3$ control points (called as warping control points) in a target region of a 3D US image captured from an in-vivo human kidney as shown in Fig. 4. As each warping control point moves according to the respiratory motion model describe in the below section, all the vertices of the warping grid are relocated according to the motion model (6). Then, the 3D texture in each cell of the initial warping grid is mapped into the corresponding cell of the current warping grid.

The visual tracking algorithm was verified in a sequence of simulated 3D US images. We put control points for tracking at the same positions as the warping control points. The tracking results were assessed from the known positions of the warping control points. Furthermore, visual servoing was performed in the simulated environment to compensate the rigid motion.

Respiratory motion was modeled as (22) according to [5].

$$
\begin{equation*}
\mathbf{c}_{i}(t)=\mathbf{c}_{i}^{0}+\mathbf{a}-\mathbf{b} \cos ^{2 n}(\pi t / \tau-\phi)+\boldsymbol{\eta}_{i} \tag{22}
\end{equation*}
$$

where $t, \mathbf{a}, \mathbf{b}, \tau, \phi, n$, and $\boldsymbol{\eta}_{\boldsymbol{i}}$ are the time in seconds, the position vector at inhale, the peak-to-peak extent vector of


Fig. 4. Tracking of a target region (right) in a 3D US image deformed with a respiratory motion model (left)


Fig. 5. Global rigid motion tracking results of a deformable region using simulated 4D US
motion, the cycle period, the starting phase of the breathing cycle, a flatness parameter of the model, and a noise-factor vector, respectively.

In this simulation, we used $n=1, \tau=12$ seconds, and $\phi=$ $\pi / 4$. The $\mathbf{a}$ and $\mathbf{b}$ are $(5,7.5,3.75)^{\mathrm{T}}$ and $(10,15,7.5)^{\mathrm{T}}$ in mm unit, respectively. The noise factor $\boldsymbol{\eta}_{\boldsymbol{i}}$ was a vector of random numbers, $\eta_{i}^{x} \in[-1,1], \eta_{i}^{y} \in[-1.5,1.5], \eta_{i}^{z} \in[-0.75,0.75]$.

We initialized a target region at the center of a 3D US image and the target region consists of $35 \times 35 \times 31$ points $\mathbf{P}_{0}$ and $3 \times 3 \times 3$ control points $\mathbf{C}_{0}$ (called as tracking control points) as shown in Fig. 4. While all the tracking control points follow the motions induced by all the warping control points, the image features $\mathbf{s}$ of a target region and a warping region are extracted. As a result, the tracking error was the mean absolute values of $(0.32,0.33,0.17,0.05,0.06$, 0.04 ) in mm and degree units as we can see in Fig. 5. Furthermore, a servoing task to compensate the rigid motion was also performed successfully. The result are given in Fig. 6 and Fig. 7 with the maximum servo tracking error $\mathbf{e}_{\text {max }}=(1.89,3.28,2.05,0.74,0.68,1.03)$ in mm and degree units.

## V. ROBOTIC EXPERIMENTS

A 4D US probe (model: 4DC7-3, Ultrasonix, Canada) was mounted on the end effector of a 6-DOF anthropomorphic robot to compensate the periodic motion induced by another robot as shown in Fig. 8. We used two types of TM phantoms as a target object, which are an US abdominal phantom (model: ABDFAN, Kyoto kagaku, Japan) and a deformable phantom made of gelatin by ourselves.


Fig. 6. Rigid motion compensation (right) in simulated environment (left)


Fig. 7. Rigid motion compensation results of a deformable region using simulated 4D US

At first, we perform a rigid motion tracking task with an abdominal phantom. The secondary robot repeatedly rotated the abdominal phantom on a turning table in one direction and the opposite direction. In the meantime, the 6-DOF robot holding the 4D US probe is controlled by our method to automatically compensate the rigid motion of the target region within the phantom. The observed feature error and probe trajectory are shown in Fig. 9 and Fig. 10 (left). To maintain the firm contact between the probe and the phantom, we used a force control along the X axis of the 3D US image.

Secondly, a non-rigid motion tracking task was performed with a deformable phantom. The secondary robot repeatedly compresses/releases the deformable phantom laid in a drawer, and the 6-DOF robot conducted the tracking task as shown in Fig. 8 (right). Fig. 10 presents the evolution of the


Fig. 8. A 6-DOF robot holds a 4D-US probe, and the other robot moves an abdominal phantom (left) and compresses/releases a deformable phantom (right)


Fig. 9. Feature error that corresponds to the pose of a target region with respect to the current probe frame - case of the abdominal phantom


Fig. 10. Trajectories of the probe performed during the compensation visual servoing with an abdominal phantom (left) and a deformable phantom (right)
probe motion and Fig. 12 shows the observed feature error during the automatic compensation task performed with the deformable phantom. The visual tracking of the target region during the compression stage was successfully performed as shown in Fig. 11.

At the above experiments, sequential 3D US images were acquired at the rate of 4.6 volumes/second. The control loop time was 100 milliseconds. In order to perform all the processes explained in the section II and III such as 3D scan conversion, the non-rigid motion estimation and the rigid motion extraction in the control loop time ( 100 ms ), we implemented them using nvidia CUDA.

## VI. CONCLUSIONS

This paper has presented a method to compensate 3D non-rigid motion of soft tissue structures in the presence of respiration using 4D ultrasound. Motion parameters are estimated with respect to the changes of intensity values under the multiple tracking points within a target region. The rigid motion of the target region extracted from the motion parameters is compensated with a 6-DOF robot equipped with a 4D US probe. The non-rigid motion tracking


Fig. 11. Successive images obtained during the target region tracking process


Fig. 12. Feature error that corresponds to the pose of a target region with respect to the current probe frame - case of a deformable phantom
method was validated in simulation by tracking the warping motion of an US volumetric image captured from in-vivo soft tissue. 4D US-based visual servoing tasks were performed successfully in the simulated deformations of a 3D US image. Furthermore, robotic experiments demonstrated nonrigid motion compensation with a deformable TM phantom in real time.
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